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Preface

caesar is a research institute dedicated to 
the neuroethological study of animals. The 
research groups and departments bring a 
collectively unique combination of experi-
mental and computational approaches to 
bear on the question of how the brain con-
trols behavior. The research done at caesar 
spans a large range of scales from nano-scale 
imaging of the brain, to large-scale functional 
imaging of thousands of neurons in the brain, 
to the quantification of animal behavior. This 
expertise drives the development of new 
technological contributions, both in exper-
imental instrumentation as well as in com-
putational modeling and data analysis meth-
ods. In addition to the technological breadth 
of the research groups and departments at 
caesar, the neuroethological questions are 

comparative in nature and incorporate a 
diverse set of species (i.e. small mammals, 
birds, amphibians and flies), allowing us to 
study the wide repertoire of behaviors across 
the animal kingdom. While setting up an 
institute to house and care for such a wide 
range of species is challenging, the guiding 
principle is the wellbeing of the experimental 
animals and adherence to the principles of 
animal ethics. This principle not only drives 
the development of minimally invasive ex-
perimental techniques, but also ensures that 
our staff undergo regular training and further 
education keeping caesar at the forefront of 
animal care.

In 2017 Dr. Kevin Briggman was appointed 
as a scientific director at caesar. His Depart-

The central goal of neuroethology is to understand how the col-
lective activity of the vast numbers of interconnected neurons 
in the brain gives rise to the plethora of animal behaviors. What 
makes this an especially challenging problem is that the link be-
tween brain function and behavior can only be studied in a be-
having animal, and studying the brain in action poses substan-
tial technical challenges. By overcoming these technical hurdles, 
both experimental and computational, this approach allows our 
researchers to address some of the big unanswered questions in 
neuroscience, such as how the brain maintains a dynamic model 
of the environment and makes decisions and how the brain ena-
bles complex social interactions.
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ment "Computational Neuroethology" (CNE), 
established in June, has the overall goal to 
develop computational models which can 
predict goal-directed animal behaviors that 
take into account behavioral variability. To 
this end Dr. Briggman incorporates behav-
ioral analysis, cellular resolution imaging of 
neuronal populations, 3D electron micros-
copy and computational modelling to un-
derstand how circuits in the nervous system 
control animal behavior. Turning caesar into 
a modern neuroethology institute within the 
Max Planck Society is a goal he shares with 
his co-director Dr. Jason Kerr.  He is head of 
the Department of “Behavior and Brain Or-
ganization” which aims to generate a thor-
ough understanding of mammalian vision at 
the neuronal circuit level.

In addition to the scientific departments, 
caesar is currently hosting the following 
Max Planck research groups: “Neuronal  
Circuits“ led by Dr. Johannes Seelig, “In 
Silico Brain Sciences“ led by Dr. Mar-
cel Oberlaender, “Neural Systems Anal-
ysis“ led by Prof. Dr. Jakob Macke, and 
“Structural Dynamics of Proteins“ led by 
Prof. Dr. Elmar Behrmann. Furthermore,  
Dr. Bettina Schnell established her Emmy  
Noether research group “Neurobiology of  
Flight Control” at caesar in 2017. Using 
Drosophila as a model organism, she is  
studying the neuronal mechanisms allowing 
the flies to navigate. We are also hosting the 
emeritus group of Prof. Dr. U. Benjamin Kau-
pp who retired from his position as director at 
caesar in August 2017.

Again, 2017 proved to be another outstand-
ing year for caesar and we are already well 
into the planning for 2018, where we envis-
age another year of growth and changes 

to realise our aim of becoming a modern  
neuroethology institute enabling a vibrant 
research environment to conduct curiosi-
ty-driven research in this exciting field.
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Stiftung caesar

caesar is a neuroscience 
research institute  
associated with the  
Max Planck Society.

The institute is operated by a non-profit 
foundation under private law. The president 
of the Max Planck Society chairs the founda-
tion board. Trustors are the Federal Republic 
of Germany and the Federal State of North 
Rhine-Westphalia and the city of Bonn. 

caesar is regularly evaluated by a scientific 
advisory board. The scientific evaluation, as 
well as all other scientific measures are being 
conducted according to the procedures and 
criteria of the Max Planck Society.
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How  do  the  pathways  trans-
mitting  visual  information   
between  the  two  hemispheres  
in  mammals  function?
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The visual cortex is a gate-
way with many paths 

The left and right visual cortices in mammals 
are commonly interconnected by a popula-
tion of neurons that project their axons to the 
visual cortex in the contralateral hemisphere. 
These neurons are termed callosal projection 
neurons after the nerve tract (the corpus cal-
losum) through which the axons travel. Not all 
of the visual cortex, which is topographically 
organized based on the visual space encod-
ed by each eye, has this reciprocal projection, 
but the area that does represents the space 
directly in front of the animal. Performed in 
cats, early studies looking into the function 
of this pathway showed that this projection 
targets the retinotopically matched region 
of contralateral visual cortex [1], that is it  
connects regions in each visual cortex cod-
ing for the same part of the visual space, the 
space directly in front of the animal. As this 
also corresponds to the space where the left 
and right visual fields overlap, accordingly, it 

was suggested that the callosal pathway had 
the function of joining the representations 
of these overlapping regions in the left and 
right hemispheres [1, 2]. These studies, in 
cats and primates, subsequently also led to 
the suggestion that this projection was crit-
ical for binocular processing and stereopsis 
[3]. However, visual discrimination experi-
ments in cats using random dot stereograms  
provided evidence to the contrary, showing 
that the callosal projection contributes to but 
is not essential for their stereoscopic vision 
[4], with animals being rendered incapable of 
stereoscopic vision only after sectioning both 
the corpus callosum and the optic chiasm. 
Since, very few studies have investigated the 
role that this pathway plays in visual pro-
cessing and its role remains largely unclear. 
While results from some studies [5, 6] can 
be interpreted as indicating that the callosal 
pathway drives responses in neurons in the  

Mammals  have  a  complex  and  highly  interconnected  visual  
system  which  includes  a  large  and  characteristic  nerve  tract  
connecting  the  left  and  right  visual  cortices,  the  function  
of  which  is  largely  unknown.  We  investigated  some  of  the   
functional  principles  through  which  the  tract  operates. 

by Dr. Jason Kerr | Department of Behavior and Brain Organization
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This finding therefore may 
indicate that the callosal 
pathway can independent-
ly drive activity in a sub-
population of visual cortex 
neurons, without requiring 
activity in the ipsilateral 
LGN. 

contralateral visual cortex there have been 
no studies examining the functional contri-
butions of the callosal projection to visual 
processing with single cell resolution. In this 
study we have investigated this in rodents. 
The questions we set out to address were 
1) can the callosal projection independent-
ly drive activity in neurons in contralateral 
visual cortex in the rodent and 2) how does 
this pathway contribute to visual cortex pro-
cessing of visual inputs?

Localization of contralateral 
projection neurons and effects 
of optogenetic inactivation

We first identified the region of the left visual 
cortex representing the visual space directly 
in front of the animal using intrinsic optical 
signal imaging (a technique in which a visual 
stimulus is positioned in the region of visual 
space of interest, and the corresponding  
region of visual cortex identified by the 
changes in light absorption which intrinsi-
cally accompany neuronal activity). We then 
used a modified adeno-associated virus to 
initiate expression of the fluorescent indica-
tor yellow fluorescent protein (YFP) and the 
optogenetic inhibitor eArchT3.0 in a large 
population of neurons within the identified 
region (Fig. 1 a). Using the YFP as an anter-
ograde tracer revealed the region of the 
visual cortex in the opposite hemisphere 
targeted by the cortical projection neurons 
(Fig. 1 a & b). We next used intrinsic optical 
signal imaging to target a small injection of 
red fluorescent marker (CTB-Alexa-594) into 
the representation in right visual cortex of the 
same region of space in front of the animal. 
The CTB-Alexa-594 injection was found to 

be located within the region targeted by the  
anterogradely labelled callosal projection 
neurons (Fig. 1 b), showing that the projec-
tion targets regions in the opposite hemi-
sphere with matching retinotopic alignment. 
We next investigated the effects of optogenet-
ic inactivation of callosal projection neurons 
on visually-evoked responses in neurons in 
the contralateral visual cortex.

The optogenetic inhibitor eArchT3.0 is a 
light-activatable proton pump which when 
illuminated with blue light provides a strong 
hyperpolarizing current that inhibits neu-
ronal activity, allowing reversible silencing 
of neuronal populations. Using conventional  
recordings of electrical activity evoked in neu-
rons in the infected region by visual stimuli we 
could confirm that even neurons present in 
the deepest cortical layers furthest from the 
surface could be effectively silenced. We next 
used the eArchT3.0 to investigate how the  
activity of the callosal projection neurons in 
the left visual cortex contributes to the activ-
ity of neurons in the right visual cortex (Fig. 1 
c). We recorded the activity of neurons in the 
upper layers of the right visual cortex in vivo 
by labelling them with the activity indicator 
OGB-1 (a fluorescent Ca2+-sensitive indicator 
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Figure 1: The callosal pathway in rat visual cortex and effects of optogenetic silencing. a. Coronal 

section showing neurons in the visual cortex of the left hemisphere expressing yellow fluorescence 

protein (YFP). b. Enlarged image of the region in the right hemisphere outlined in a. A small injec-

tion of CTB-Alexa-594 (red) was made in the region responsive to the visual space in front of the 

animal. c. Schematic of the main visual pathways from eye to visual cortex in the rat (left), show-

ing also the experimental configuration for contra- and ipsilateral visual stimulation (right). Multi-

photon recordings were made from neurons in the right visual cortex, with and without silencing 

of the callosal projection in the left hemisphere (denoted LED). The left eye (contralateral to the 

neuronal recordings) and associated projection to visual thalamus (lateral geniculate nucleus or 

LGN) is shown in green, the right eye (ipsilateral) and associated projection is shown in red. The 

uncrossed pathways are shown in gray. d. Example multiphoton image of neurons in right visual 

cortex labelled with OGB-1 (green), with astrocytes counterstained with sulforhodamine-101 (red). 

e. Example Ca2+ kinetic traces showing responses to contra- and ipsilateral visual stimulation for 

one neuron in the absence (LED off) and presence (LED on) of silencing of the callosal projection.
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that increases its brightness as Ca2+ enters 
when a labelled neuron becomes electrical-
ly active) and monitoring the fluorescence 
of the labelled neurons using multiphoton 
imaging (Fig. 1 d). We recorded neuronal re-
sponses to visual stimuli presented to either 
the left eye (contralateral to the labelled neu-
rons in the right visual cortex) or right eye 
(ipsilateral), both with and without optoge-
netic inactivation of the callosal projection 
neurons. Silencing of the callosal projection 
neurons resulted in a significant modulation 
of visual responses in 46% of the binocular 
neurons from which recordings were made. 
In 27% of the modulated neurons, respons-
es to stimulation of the ipsilateral eye were 
reduced to be not significantly different to 
spontaneous activity (Fig. 1 e). There are at 
least 2 pathways that may account for the 
responses observed in these neurons after 

stimulation of the ipsilateral eye, one through 
the large projection to the left visual cortex 
(the crossed pathway) via the left visual thal-
amus (the lateral geniculate nucleus or LGN) 
then through the callosal pathway to the 
right visual cortex and the other through the 
much smaller projection directly to the right 
visual cortex (the uncrossed pathway) via the 
right LGN (Fig. 1 c). This finding therefore may 
indicate that the callosal pathway can inde-
pendently drive activity in a subpopulation 
of visual cortex neurons, without requiring  
activity in the ipsilateral LGN. In summary, 
callosal projection neurons make a sub-
stantial contribution to visual responses in 
neurons in primary visual cortex, and for 
a subpopulation of binocular neurons the  
response to the ipsilateral eye is dependent 
on activity in the callosal projection neurons. 

Figure 2: Effects of silencing the ipsilateral visual thalamus. a. Schematic of the experimental setup and design. 

b. Example average visual responses evoked in one neuron in the right visual cortex by multiple oriented visual 

stimuli for contra- and ipsilateral visual stimuli. Responses were recorded in the presence (LED on) and absence 

(LED off) of silencing of callosal projection neurons in the left visual cortex, and in the presence and absence 

of pharmacological silencing of the ipsilateral LGN with muscimol (MUSC). Dashed lines indicate mean rate of 

spontaneous activity. c. Group data of the experiment described in b, but showing the mean of responses to 

all stimulus orientations. Each marker denotes responses from one neuron. Mean of spontaneous rates in the 

presence and absence of silencing of visual thalamus also shown.
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Dependence of responses on 
activity in visual thalamus

This result suggests activity in the callosal 
projection neurons may by itself be sufficient 
to drive activity in neurons in the visual cor-
tex of the opposite hemisphere. If this were 
the case, then visual stimuli presented to the 
ipsilateral eye should still drive activity in 
neurons in the right visual cortex when the 
pathway through the ipsilateral LGN is phar-
macologically silenced (Fig. 2 a). To test this, 
we first recorded responses from neurons 
in the right visual cortex as before. In this  
dataset, as in the previous one, responses to 
stimulation of the ipsilateral eye in a subpop-
ulation of binocular neurons could be com-
pletely prevented by optogenetic inhibition 
of the callosal projection neurons in the left 
visual cortex (Fig. 2 b & c). Pharmacological 
inhibition of the ipsilateral LGN prevented all 
visually evoked responses, both those from 
stimuli presented to the contralateral and 
those presented to the ipsilateral eye (Fig. 2 
b & c). So, while for some binocular neurons 
responses evoked by stimulation of the ipsi-
lateral eye depend on activity in the callosal 
projection neurons, this projection alone is 
not sufficient to generate visually-evoked  
responses, but instead also requires activity 

in the ipsilateral LGN.

Comparison of responses in 
projection and non-projec-
tion neurons

Finally, to directly compare the visual- 
response characteristics of the callosal  
projection neurons with neighbouring non- 

projection neurons we recorded visual-
ly-evoked responses from neurons in the left 
visual cortex in which the cortical projection 
neurons had been labelled by injection of the 
retrograde tracer cholera toxin β subunit into 
the corresponding region of the right visual 
cortex (Fig. 3 a & b). The cholera toxin β subu-
nit, tagged with a red fluorescent label, enters 
neuronal axons at the site where it is injected, 
and is subsequently transported throughout 
the neuron. Within the recorded population, 
37.26 ± 2.79 % (mean ± SD, N = 3) of the neu-
ronal population were found to be projection 
neurons. Neither spontaneous firing rates 
nor mean stimulus evoked firing rates were 
different between the two populations (Fig. 3 
c). There was also no difference in the sharp-
ness of tuning to visual stimuli (Fig. 3 d), nor 
in any other stimulus response characteristic 
that we analysed. Thus we found no evidence 
that callosal projection neurons respond  
differentially to visual stimuli compared to 
their non-projecting neighbours.

Summary

In this study we have demonstrated that 
visual responses in a subpopulation of binoc-
ular neurons in rodent visual cortex depend 
both on input from callosal projection neu-
rons in the contralateral visual cortex and on 
input from the ipsilateral LGN. In addition, we 
also show that callosal projection neurons 
do not respond differentially to visual stimuli 
and that the projection targets retinotopical-
ly aligned regions in the contralateral visual 
cortex. 

The finding that all ipsilateral eye visu- 
ally-evoked responses observed in neurons 
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Volorumenis dolore 
dolo corrumquam 
quae nam eos qui 
officte ctiatiu

in visual cortex are abolished upon inactiva-
tion of the ipsilateral LGN, including respons-
es in cells which could also be abolished by 
CPN silencing, forces a re-evaluation of the 
potential functions of the callosal pathway 
and the underlying neuronal mechanisms. 
Callosal projection neurons apparently act 
cooperatively with the projection from the 
visual thalamus, a requirement that until 
now was completely unknown.
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Figure 3: Visual responses in projection and non-projection neurons. a. Schematic of the experimental set-

up. b. Coronal section of rat brain showing neurons in left visual cortex retrogradely labelled by injection of  

cholera toxin beta subunit (CTB) into right visual cortex (upper). Lower left image shows an enlarged image 

of the region outlined in the upper panel. Lower right image shows an example overview image of neurons in  

left visual cortex labelled with OGB-1 (green), with and without co-labelling with CTB (red puncta). c. Pooled  

data plot showing maximum visually-evoked response rate (black spots) and spontaneous firing rates (grey) 

for cortical projection neurons (CPN) and non-projecting neurons (non-CPN). Mean and standard deviation 

shown in red. d. Indication of stimulus tuning sharpness as measured by the maximum divided by the mean 

stimulus-evoked response rate for the same dataset as shown in b. Responses to contralateral stimulation 

shown in green, ipsilateral in red.
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The primary aim of the Department of Behavior and Brain Organization (BBO) is to understand 
how mammals use vision to make decisions and what the underlying neural processes are. 
BBO combines imaging, computation, behavioral analysis, electrophysiological recordings, 
and anatomical mapping to explore the connection between behavior and neuronal activity.  
The research of BBO can be divided into two broad regions. The first develops tools and tech-
niques, which have single cell and single action-potential resolution, for recording and analyzing 
neuronal activity from large populations of cortical neurons in the awake and freely moving mam-
mal. The second is focused on understanding the neuronal mechanisms underlying vision-based 
decision making in freely moving mammals. This involves the development of special multipho-
ton microscopes and of optics-based head and eye tracking techniques that can be used on freely 
behaving animals from a range of mammalian species. The use of different species allows, for 
example, the comparison of how the eye movements of different animals vary in coordination and 
nature. The overall aim of this approach is to generate a thorough understanding of mammalian 
vision and the organization of the underlying neuronal circuits. 

About the Department of  
Behavior and Brain Organization
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How do the various visual
systems of animals perceive
the same speed of a moving
object, despite a vast range
of differently sized retinas?
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Secrets of the retina: Eye  
size and the perception 
of speed

The detection of moving objects is critical 
for the survival of most animals with a de-
veloped visual system. For example, animals 
must detect the motion of a predator or prey 
and then make an appropriate behavioral 
response. A key part of this computation is 
the ability to distinguish not only whether 
something is moving in the visual space, but 
also the direction of a moving object. In many 
species, this computation – distinguishing 
whether an object is moving up, down, left or 
right – is performed early in the visual system 
at the level of the retina, the photosensitive 
neural tissue located at the back of the eye. 

We and many other research groups have 
studied precisely how this computation is 
performed by the various types of neurons 
in the retina. This effort has been successful 

at discovering which neurons are involved 
in computing direction and how the precise 
connection pattern between the neurons  
enables this computation.

Circuit secrets

The neural circuit that computes the motion 
direction is often referred to as the retinal 
direction selective circuit. A subclass of the 
retinal output neurons relay visual informa-
tion to the rest of the brain – termed direc-
tion selective retinal ganglion cells, or DSGCs 
– encode the direction of motion along 
four visual axes (up, down, left, or right) [1]. 
These neurons receive inhibitory synapses 
from a class of interneurons, starburst ama-
crine cells (SACs), so named because of their 
unique radially symmetric morphology [2]. 

Amongst mammalian species, the diameter of the eye varies 
by more than an order of magnitude. We investigated how the  
detailed synaptic wiring of the retina has evolved to accommodate 
differences in eye diameter and the detection of moving objects.

by Dr. Kevin Briggman | Department of Computational Neuroethology
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The differences in eye size 
pose a dilemma about 
how mammalian species 
can detect the same rang-
es of angular velocities.  
The circuits must be in 
some way different to com-
pensate for the difference in 
eye diameters.

While it was known for some time that the 
inhibitory synapses formed by SACs onto 
DSGCs was essential for the computation of 
direction selectivity [3], it was only recently 
described that the biophysical properties of 
SACs and a very precise wiring pattern under-
lie the computation [4, 5]. 

The problem of eye sizes

Our recent work has focused on a problem 
that arises in the animal kingdom related to 
the substantial variability in eye diameters 
across species and how these differences 
effect the computation of direction [4]. For 
example, the eye of a mouse measures ap-
proximately 3 millimeters in diameter, while 
larger mammals, such as rabbits, have eyes 
that are about 15 millimeters in diameter – a 
factor of 5 times larger. The diameter of an 
eye and the lens determines how large an ob-
ject in visual space projects onto the surface 
of the retina. An object that spans 10 degrees 
of visual space projects onto an area of ap-
proximately 1500 micrometers on the surface 
of a rabbit retina, but only 300 micrometers 
on the surface of a mouse retina (Fig. 1). This 
difference extends to the velocity of moving 
objects – an object moving at an angular  
velocity of 10 degrees/sec traverses the sur-
face of a rabbit retina at a linear velocity five 
times faster than the mouse retina.

This difference poses a dilemma about how 
different mammalian species can detect 
the same ranges of angular velocities. If the 
direction selective circuits in the retinas of 
rabbits and mice are identical, it would imply 
that the two species detect different angular 
velocity ranges of visual motion (i.e., shifted 

by a factor of five). If, on the other hand, an 
evolutionary goal was to allow the two spe-
cies to detect similar angular velocity ranges, 
then the implication is that the circuits must 
be in some way different to compensate for 
the difference in eye diameters. These two 
competing hypotheses drove us to com-
pare the detailed anatomy of the rabbit and 
mouse retinas and look for any differences in 
the wiring of the direction selective circuits. 

Examining the retina

We first collected a large three-dimensional 
electron microscopy dataset from a mouse 
retina using serial block-face scanning elec-
tron microscopy [5]. We then mapped the 
locations of excitatory and inhibitory syn-
apses formed on the dendritic branches of 
SACs within the data. We noticed a striking 
difference in the organization of the synaptic 
inputs onto mouse SACs compared to previ-
ously reported reconstructions of the synap-
tic inputs onto rabbit SACs [6]. The inhibitory 
inputs were clustered along dendritic loca-
tions proximal to the somas of mouse SACs, 
whereas they are more distally distributed 
along the dendrites of rabbit SACs (Fig. 2). 
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To explore the effect of shifting the locations 
of inhibitory inputs, we then constructed a 
computational model of a network of SACs.

Given the detail of our anatomical recon-
structions, we were able to substantially  
constrain our network model, including using 
realistic dendritic diameters, synapse loca-
tions and inter-SAC connectivity statistics. We 
then examined the direction selective proper-
ties of our model by simulating a bar of light 
sweeping across the model at different linear 
velocities. When we wired the model to re-
produce the pattern of connectivity observed 
in the rabbit retina, it produced direction  
selective responses in the SACs above about 
1 millimeter/sec. However, when we shift-
ed the location of inhibitory connections to  
reproduce the mouse wiring pattern, the  

velocity range of directions selective re- 
sponses shifted to lower speeds down to 
around 0.2 millimeter/sec. In other words, 
simply changing the location of the inhibitory  
synapses along the dendrites of SACs shifts 
the velocity range of direction selective re-
sponses by close to a factor of five – nearly 
the same difference in eye diameter noted 
above.

Subtle wiring changes

Our data therefore favor the hypothesis 
that retinal direction selective circuits have 
evolved to allow mammalian species to see, 
and respond to, objects moving at similar  
angular velocities. The retina achieves this by 
altering the wiring in a relatively subtle way 
that we were only able to detect by large-

Figure 1: The diameter of the eye determines the velocity of an object projected onto the retina.
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scale anatomical reconstructions at the  
nanometer scale. If our hypothesis is  
correct, we would now expect the differences 
in wiring patterns to generalize to addition-
al species with even larger or smaller eye 
diameters – a task we are now undertaking.  
More generally, this study demonstrates the 
benefits of comparing the detailed connec-
tivity of the brain across multiple species. In 
our case, this type of comparative approach 
(‘comparative connectomics’) allowed us to 
probe which features of a neural circuit are 
essential for a given computation and which 
details are species specific.
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Figure 2: An adaptation in the detailed synaptic wiring of starburst amacrine cells (SACs) between 

the mouse and rabbit retinas can compensate for the difference in projected velocities.
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The goal of the Department of Computational Neuroethology (CNE) is to develop computational 
models which can predict goal-directed animal behaviors. To acquire the data needed to build 
biologically plausible models, we develop and utilize a multidisciplinary range of experimental 
techniques. We record cellular resolution images of neuronal populations from behaving animals. 
In addition, we use fluorescence microscopy to identify the expression patterns of specific pro-
teins. Finally, we reconstruct synaptic connectivity using 3D electron microscopy. 

By combining these methods within individual brains, we aim to discover the relation-
ships between the structure and function of neuronal networks driving behavior. Firstly, we 
want to understand how sensory stimuli are transformed in the brain to ultimately generate  
motor decisions. Building on this understanding, we aim to identify the sources of  
variability during goal-directed behaviors. To address these questions, we compare and  
analyze neural circuits across mammals, fish and amphibians to determine which aspects of a 
computation are species-specific and which generalize across species.

About the Department of  
Computational Neuroethology
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Sperm employ unusual mol-
ecules to get to their goal. 
One of them is described 
here. 
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An unusual chimera – half 
ion channel, half transporter

Sperm are unusual. Compared to other cells, 
such as heart or nerve cells, sperm often use 
special proteins that do not exist in other 
cells. With the help of various physical and 
chemical signposts, sperm swim towards the 
egg. Navigation is controlled by biochemical 
signalling pathways in sperm. Only in recent 
years has it been recognized that molecules 
familiar to us from normal somatic cells - 
such as olfactory cells or photoreceptors - do 
not play a role in sperm cells. More confus-
ing still, the signal molecules that occur in 
sperm look like familiar faces on the outside 
– that is, their amino acid sequence is similar. 
However, it is a “mask” behind which other, 
unexpected properties and functions are 
hidden. This masquerade has caused great 
confusion in reproduction research because 
some signalling molecules have initially been 
attributed known properties. Only later did it 
become apparent that these sperm-specific 
molecules “tick” quite differently. The exam-

ple also illustrates how some scientists, in-
stead of being guided by factual hypotheses, 
are seduced by their preconceived beliefs 
into drawing false conclusions.

Why does nature go to such great lengths to 
provide sperm with a unique repertoire of  
signalling molecules? Normally, cells are 
permanently embedded in a tissue or organ. 
Their environment is stable and does not 
change quickly or dramatically. Sperm are 
different. From the testicles to the epididymis, 
seminal fluid, vagina, and fallopian tube, 
sperm are exposed to very different chemical 
and cellular environments. In fish, this is ob-
vious: sperm, surrounded by a physiological  
solution in the testes, are released either into 
seawater with a salt content of 36% (herring, 
eel) or into fresh water of a river (salmon). 
The ion concentrations in sea and river water 
differ by up to 1000 times. It is therefore as-
sumed that the signalling molecules in sperm 

An unusual chimeric transport molecule – half lion, half human – 
reveals its secret. It allows unexpected insights into the origins of 
ion transport in cells.

by Prof. U. Benjamin Kaupp | Emeritus group Molecular Sensory Systems
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On their way to the egg 
sperm must pass different 
milieus. They use unique 
molecules to cope with 
these challenges.

of different animal species have adapted to 
the respective environment.

One such molecule is the sodium/proton 
exchanger (NHE) in sperm [1]. NHEs, which 
regulate the pH value in many cells, belong 
to a large family of membrane proteins that 
transport ions and other important nutrients 
into or out of cells - from simple bacteria to 
humans. The inward or outward directed 
mass transport is coupled: The Na+ transport 
into the cell is connected to H+ outflow. This 
exchange is reversible: Na+ and H+ can be 
transported in both directions. The mecha-
nism by which molecules are passed through 
the cell membrane in a pas de deux always 
seems to be the same: a rocking motion (Fig. 
1). A Na+ ion first binds to the outside of the 
exchanger; almost simultaneously, a proton 
binds to the inside. With to-and-from move-

ments, as in a rocking-chair, the ions are con-
tinuously transported inwards and outwards. 
This rocking-chair mechanism seems to have 
been preserved for the transport of ions,  
amino acids, sugars, or fats in all transporters. 
However, the NHE molecule in sperm  
deviates from this rule. Many transport  
molecules are switched on. In ion channels, 
this is called gating, because a gate is opened 
through which ions can flow. In ion chan-
nels, a physical gate actually blocks the pore 
through which ions can flow. The gate can 

Figure 1: Proposal for two different gating 

mechanisms of the Na+/H+ exchanger. A lid 

blocks the ions’ access to the respective 

binding sites. A voltage jump opens the lid; 

the rocking chair mechanism is now enabled 

(top). The ion-binding sites are accessible, 

but the rocking chair movement is locked 

(red bar). The voltage jump unlocks the 

mechanism (bottom).
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be opened by membrane voltage or chem-
ical ligands. Which mechanism switches 
transporters on and off and sets the rocking  
movement in motion? It’s the ions them-
selves! When they bind to the transport  
molecule, they simultaneously change its 
structure: the binding site moves up and 
down and carries the ions along with it as if 
in an elevator.

This gating mechanism is different in the Na+/
H+ exchanger of sperm. The exchanger has 
two other domains known from ion channels: 
a voltage-sensing domain (VSD) and a cyclic 
nucleotide-binding domain (CNBD) (Fig. 2). 
This observation was very surprising and 
indicated that the additional domains had 
something to do with the gating of the NHE. 

Although the NHEs from mammalian 
sperm cells had already been discovered in 
2004, their properties remained unknown  
because the corresponding mammalian genes 
could not be expressed in cell lines and the  
characterization in sperm cells was techni-
cally difficult. We have, therefore, tested NHE 
molecules from other animal species to see 
if they could be expressed functionally. We  
succeeded with the exchanger from sea  
urchin sperm.

We were able to show that the NHE mole-
cule actually exchanges Na+- for H+ ions and 
that the exchange activity is switched on and 
off by changes in membrane voltage. The 
most exciting finding, however, was that we 
– en passant – could reveal the role of the  

CNBD
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Figure 2: Schematic representation of the NHE topology in the cell membrane. The exchange  

domain (blue) shows the amino acids (black) of the Na+ binding site, which are conserved  

between NHEs of archaea and sperm; transmembrane segments are marked as T1-T14. Voltage 

sensor (VSD; red) with positively and negatively charged amino acids. Cyclic nucleotide-binding 

domain (CNBD; orange).
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cellular messenger cAMP in sea urchin sperm. 
Although it has been known for almost 40 
years that cAMP is somehow involved in the 
signalling pathway, the exact function could 
not be deciphered. Our work shows that 
cAMP makes the exchanger more sensitive 
and that ion transport can be switched on 
by smaller voltage jumps. We had already 
discovered a similar mechanism years ago 
in the pacemaker channel of the heart [2]. 
Thus, also here a déjà vu. In essence, the  
exchanger is a chimera between transporters 
and channels. One of the most exciting ques-
tions is: How can one and the same voltage  
sensor and a cAMP-binding domain control 
two such different mechanisms of ion trans-
port. The elucidation of the 3-dimensional 
architecture by biological structural research 
will hopefully provide the answer as to how 
the mechanisms of ion transport have differ-
entiated during evolution.

1.	 Windler, F., Bönigk, W., Körschen, H.G., Grahn, E., 
Strünker, T., Seifert, R., Kaupp, U.B. (2018). The sol-
ute carrier SLC9C1 is a Na+/H+-exchanger gated by 
an S4-type voltage-sensor and cyclic-nucleotide 
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ular identification of a hyperpolarization-activated 
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We study signal processing in cells. We want to understand how sensory stimuli are  
detected by cells and converted into a cellular response. The in-depth understanding of this com-
plex process requires the use of biological, chemical, and physical techniques. Therefore, biolo-
gists, chemists, and physicists work closely together in the department. 

Our research aims to reveal the molecular mechanisms underlying sensory transduction. To 
this end, we study the structure, the function, and the interaction of proteins involved in these 
processes. In particular, we study ion channels that are involved in the generation of electrical 
signals. 

The success of fertilization depends on the ability of motile sperm to locate the egg. We 
study the signaling pathways underlying chemosensation in sperm of sea urchins and  
humans. In particular, we are interested in the receptors, cellular messengers and ion channels 
that endow sperm with such exquisite sensitivity. 

We develop optical switches that are used in the photonic control of receptors and ion 
channels. With the help of compound “Trojan horses” cellular signal pathways can be  
resolved with great precision, both temporally and spatially. The so-called caged  
compounds  are used to track conformational changes of proteins in space and time.

About the Emeritus group: 
Molecular Sensory Systems

GROUP PICTURE
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Cortical pyramidal tract neurons 
in rodent sensory cortex (white 
circles represent cortical barrel 
columns). Different colors de-
note different target brain areas, 
and reflect target-specific activi-
ty patterns.
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How the neocortex can 
transform sensory input  
into motor output

The neocortex is the part of the mammali-
an brain involved in higher-order functions 
such as sensory perception, cognition and 
generation of motor commands. In 2017, we  
reported basic principles by which cortical 
circuits integrate sensory information from 
different stimuli, transform those inputs 
into activity patterns that are related to the 
respective target brain areas, and identified 
which of those output pathways can be in-
volved in motor control.

Background

Rodents actively move their facial whiskers 
(vibrissae) to explore their environment. The 
vibrissal system is thus a common model 
system to investigate principles of sensory 
information processing, motor control, and 

interactions between sensory and motor 
pathways. Recent studies have provided de-
tailed insight into the central pattern gener-
ator pathways that drive rhythmic whisker 
movements at the level of the brainstem 
(BS). Furthermore, accumulating evidence  
suggests that several cortical pathways to a 
variety of brainstem structures may play a  
crucial role in sensory-motor feedback  
during exploratory behaviors. 

In a series of recent studies, the “In Silico 
Brain Sciences” group thus investigated 
the structural and functional basis of corti-
cal sensory-motor feedback in the rodent 
whisker system. To do so, we focused our  
research on the major output cell type of the 
neocortex: pyramidal tract neurons (PTs). 
PTs integrate sensory-evoked feed-forward 

Pyramidal tract neurons (PTs) – the major output cell type of 
the neocortex – integrate feed-forward thalamic with recurrent  
cortical inputs, and thereby transform sensory information into 
activity patterns that reflect the PTs’  target brain regions.

By Dr. Marcel Oberlaender | Max Planck Research Group: In Silico Brain Sciences
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The data revealed that a 
subset of PTs – which pro-
vide cortical output spe-
cifically to neurons in the 
trigeminal complex of 
the brainstem – have the  
shortest synaptic distance 
to the whisker muscles, 
compared to all other neu-
rons throughout the neo-
cortex. 

excitation from thalamocortical (TC) circuits, 
with recurrent and top-down inputs from  
local and long-range intracortical (IC)  
circuits, and broadcast the results of this  
integration process to specific ensembles of 
downstream targets.

How sensory input drives  
activity in PTs

The origin of the PTs’ sensory-evoked  
responses remains unknown within the  
present concepts of cortical circuit organ-
ization. To investigate how PTs integrate 
and transform stimulus-specific (i.e., here 
from nine different whiskers) synaptic input  
patterns into cortical output patterns, we 
developed a multi-scale model, which can 
be regarded as the most comprehensive  
digital representation of the cortical circuit-
ry to date. We show that the model allows  
performing simulations that mimic in vivo 
conditions, and which predict activity 

patterns in silico that are consistent with  
experimental observations that range from 
synaptic to cellular and network levels. The 
simulations revealed that a stimulus-specific 
combination of deep layer TC and IC synaptic 
input is driving cortical output. The popula-
tions that were hypothesized previously to 
generate sensory-evoked activity in PTs were 
shown to have structural and/or functional 
properties that – in principle – prevent them 
from driving PTs. Our findings give rise to a 
novel theory that unifies and augments the 
present concepts of ‘columnar’ and ‘canoni-
cal circuit’ cortex organization [1].

Sensor y-evoked activity  
patterns of PTs are target  
area-specific

Recent studies suggested that cortical  
neurons may have different functional roles 
when processing the same sensory stimu-
lus, depending on the brain area into which 
they project their respective long-range  
axons. Therefore, we investigated whether 
long-range target-specific segregation into 
multiple functional channels applies to PTs. 
The lack of genetic or molecular markers that 
correlate with the specific long-range targets 
of PTs, as well as the large distances to and 
between the various subcortical target areas, 
so far prevented from identifying or recon-
structing the long-range targets of PTs after 
electrophysiological measurements in vivo. 

To overcome these limitations, we inject-
ed retrograde tracer agents into multiple 
subcortical areas, performed in vivo cell-at-
tached recordings of the retrogradely-labeled 
PTs and filled them to reconstruct their mor-
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phologies. We found that soma depth loca-
tion and layer-specific dendrite distributions  
allow predicting the respective subcortical 
target area of PTs, and that activity patterns 
during both, periods of ongoing activity and 
during whisker stimulation are target-relat-
ed. These findings indicate that stimulus  
features may be differentially extracted 
by PTs via long-range target-specific sub-
networks, which could be reflected by the  
target-specific embedding of somata and 
dendrites into the cortical circuitry [2].   

Revealing the structural  
basis of sensory-motor feed-
back by PTs

To reveal whether PTs may indeed be  

embedded into long-range target-specific 
subnetworks – and to dissect which of those 
subnetworks may be involved in whisker  
motor control – we investigated the struc-
tural organization of whisker muscle-related 
neuronal networks throughout the brain. 

To do so, we injected retrograde tracer 
agents into the intrinsic muscles that move a 
single whisker. This allowed labeling a sparse  
population of whisker-specific motoneurons 
(vMNs), and to trans-synaptically label brain-
stem and cortical neurons that provide input 
to these vMNs. The data revealed that a sub-
set of PTs in vS1 – which provide cortical out-
put specifically to neurons in the trigeminal 
complex of the brainstem – have the short-
est synaptic distance to the whisker muscles, 
compared to all other neurons throughout 

Figure 1: a. Schematic of sensory pathways that underlie whisker-evoked responses of PTs in vS1. 

b. PTs in vS1 respond to touch of several whiskers, whereas their TC input neurons respond only 

to a single whisker. c. Multi-scale model of TC and IC networks. TC and IC neurons (colored by 

cell type) that provide input to the PT used for simulations (blue). d. Cell type-specific synapses 

that drive whisker-evoked responses during simulations (right panel). Images were adopted and 

modified from [1]. 
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the neocortex. These observations set the 
stage to extend our digital cortex model to 
the subcortical networks of whisker motor 
control, which will be a necessary prerequi-
site for revealing basic principles of how cor-
tex (e.g. PTs in vS1) is able to provide senso-
ry-motor feedback, and thereby orchestrates 
sensory-guided behaviors [3].

Figure 2: a. Schematic illustration of the musculature underlying whisker motor control. b. Injec-

tions of retrograde tracer agents were targeted to the intrinsic muscles of individual whiskers. Top 

panels show the center locations of the injection (white arrow) of the targeted C3 whisker. Bottom 

panels: Zoom-ins illustrate that the tracer spreads only within the injected muscle. c. Top panel: 

The retrograde tracers label specific sets of vMNs, which control the respectively injected whisker 

muscles. Bottom panel: Zoom-in to one retrogradely labeled vMNs. Images were adopted and 

modified from [2].  
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One of the key challenges in neuroscience research is to elucidate mechanistic principles 
of how the brain integrates sensory information from its environment to generate behav-
ior. At present, experimental methods to directly monitor sensory-evoked streams of ex-
citation throughout the brain, at cellular and millisecond resolution are lacking. To over-
come these limitations, the ‘Max Planck Research Group: In Silico Brain Sciences’ seeks to 
develop an alternative reverse engineering approach. This approach combines electrophys-
iological measurements in the intact brain (in vivo) with reconstructions of the detailed 3D 
anatomy of local and long-range neuronal networks. These measurements provide the struc-
tural and functional basis for data-driven digital models of brain-wide neuronal circuits. For 
the example of the rodent whisker system, the reverse engineering approach is currently  
applied to generate anatomically and physiologically realistic models of the whisker-related pri-
mary areas in the brain stem, thalamus and cortex. The models allow performing computer sim-
ulations (in silico) that mimic the in vivo stream of touch-evoked signal flow, and thereby provide 
novel insights into basic principles of sensory information processing.

About the Max Planck Research Group:  
In Silico Brain Sciences
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Setup for a light scattering 
experiment. A digital micro-
mirror device (DMD) modifies 
the wavefront of a laser beam 
such that it can penetrate 
through a scattering material.
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Optical microscopy in the 
fruit fly

We use optical microscopy techniques, such 
as two-photon calcium imaging, as well 
as patch-clamp recordings to understand 
how neural networks in the brain change 
over multiple timescales, from the millisec-
ond range of single neuron dynamics to the  
orders of magnitude slower behavioral  
adaptations that are linked to the rhythms of 
day and night.  Our research focuses on the 
model organism Drosophila melanogaster 
where genetically identified, comprehensive 
neural networks underlying adaptive behav-
iors can be studied. The fly has a multitude 
of sophisticated behaviors, such as visual 
pattern recognition - it can for example 
learn to distinguish and upright ‘T’ from an  
inverted ‘T’ - or visually guided place  
learning, where it remembers a place with 
respect to visual landmarks in its surround-
ings. Molecular, structural, and functional 
similarities of neural circuits across species 

suggest that insights into the computations 
that underlie such behavior gained in the fly 
will also contribute to our understanding of 
the mammalian brain [1].

Tools for non-invasive imaging 
in tissue

However, monitoring structural or functional 
dynamical changes that occur throughout 
the fly’s nervous system at diffraction limit-
ed resolution in vivo, and in particular over 
long timescales, poses a variety of techni-
cal challenges. This is due to the fact that 
the fly’s nervous system is embedded in  
multiple tissue layers and shielded by a  
cuticle. Together, these layers scatter light 
strongly and prevent direct optical access to 
the brain or other parts of the nervous system.  
Optical microscopy in the fly therefore  
typically relies on removing parts of the  

Light scattering is limiting for many applications that rely on the 
controlled propagation of light, for example in optical microsco-
py, but also in other areas that need to detect or deliver light for 
imaging, sensing or manipulation. We have developed a machine 
learning approach to improve the control of light under scattering 
conditions. 

by Dr. Johannes Seelig | Max Planck Research Group: Neural Circuits
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We found that efficient 
models for light scattering 
can be established with a 
variety of network architec-
tures.

cuticle and underlying tissue to gain optical 
access, which however is invasive and short-
ens the lifespan of the animal.

The problem of limited non-invasive access 
into tissue is encountered generally with  
optical microscopy, which is limited in its 
imaging depth by light scattering. As light 
propagates in tissue (or any other non- 
homogenous material), slight variations in 
the optical properties of the material, for  
example between different cells, lead to  
scattering of light and a distortion of the 
propagating wavefront (a familiar example 
would be the reduced visibility in fog). As 
light penetrates deeper into tissue, these  
distortions ultimately prevent the formation 
of an image. 

Adaptive optics correct for 
light scattering

Multiple techniques have been developed 
to overcome such scattering of light in brain  
tissue [2, 3]. One approach, which for  
example contributes to the success of  
multi-photon microscopy, relies on using 
light of longer wavelengths that therefore 
scatters less. An alternative and complemen-
tary set of techniques that can be applied 
for light of any wavelength is summarized 
under the name of adaptive optics. These 
techniques originated in astronomy - where 
scattering in the atmosphere degrades the 
image in terrestrial telescopes - and were 
developed with the aim of compensating for 
such distortions. This is achieved by shaping 
the wavefront in such a way that it compen-
sates for the distortions encountered on its 

path through the scattering material. 

Adaptive optics techniques can be differen-
tiated by the severity of the scattering that 
they aim to compensate. One can broad-
ly distinguish two different regimes, weak 
and strong scattering, that typically require  
different approaches for determining the 
appropriate wavefront correction. While 
for weakly scattering samples a focus is  
essentially preserved and light from the focal 
volume can be collected, strong scattering 
results in a distributed granular interference 
pattern, a so called speckle pattern, that 
does not reflect a spatially or temporally  
localized light distribution suitable for  
imaging applications. Nevertheless, such 
scattered light distributions encode infor-
mation about the underlying scattering  
process. The main challenge in adaptive  
optics lies in determining the appropriate 
shape of the wavefront for scattering correc-
tion, an issue that we are addressing in our 
current research.

Neural networks for light con-
trol in scattering media

We investigated whether tools from  
machine learning, and in particular neural 
network techniques that in recent years have 
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emerged as efficient tools for image process-
ing in many different situations, could be 
used for the analysis of speckle patterns. For 
this neural network approach we illuminate 
the scattering sample with a large number of  
randomly generated illumination patterns 
and record the resulting speckle images 
(see Fig. 1, adapted from [4]). Feeding these 
data sets into neural networks to extract a 
functional relationship between the original 
illumination pattern and the scattered light 
distribution, we found that indeed efficient 
models for light scattering can be estab-

lished with a variety of network architectures 
[4]. In our proof-of-principle experiments we 
used two common networks, single layer  
neural networks (SLNNs) as well as multi-
layer convolutional neural networks (CNNs). 
The training of these SLNN models required 
a few tens of seconds, while CNNs in addition 
required a longer pretraining phase of about 
20 minutes. While linear networks turned out 
to be ideally suited for scattering control, 
since they take advantage of the linearity of 
scattering in the samples we used (see Fig. 2, 
adapted from [4]), CNNs are less constrained 

Figure 1: A neural network is trained with pairs of illumination and speckle patterns, using the 

speckle as input of the network and the illumination as output. Once the NN is trained, it is used 

to predict the illumination necessary to generate a target pattern after the scattering material 

(adapted from [4]). 
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by assumptions about the nature of the  
underlying physical process, which might 
proof advantageous in applications. These 
experiments demonstrate the versatility of 
neural networks for scattering control and 
we now continue to further improve these 
techniques with the goal of applying them for 
imaging in the brain. 
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Figure 2: Maximum intensity projections of a single focus scanned through a scattering glass dif-

fuser following (a) a circle, (b) a square, and (c) a grid of 5 × 5 points with a trained SLNN.
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We use optical microscopy techniques, such as two-photon calcium imaging, as well as 
patch-clamp recordings to understand how neural networks in the brain change over time, 
from single synapses to entire circuits, and how these changes relate to behavior. Our  
research focuses on the model organism Drosophila melanogaster that can be used to 
study genetically identified, comprehensive neural networks underlying adaptive be-
haviors. We interpret data from our experiments using computational modeling of the  
dynamics of single cells as well as neural networks. Molecular, structural, and functional similari-
ties of neural circuits across species suggest that insights gained in the fly brain will also contrib-
ute to our understanding of the mammalian brain.

In a second line of research we apply and develop novel optical microscopy methods with the aim 
of optimizing the temporal as well as spatial resolution of functional imaging in animals engaged 
in virtual reality behavior.

About the Max Planck Research Group:  
Neural Circuits
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Image of a Drosophila brain 
with GFP-labeled neurons 
(green) and arborizations of a 
dye-filled descending neuron 
(red).
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To turn or not to turn, that 
is the question

To navigate through the world, animals rely 
heavily on sensory stimuli that can indicate 
e.g. obstacles, food sources, potential mates 
or predators. How an animal reacts to such 
stimuli is strongly dependent on its behavio-
ral and motivational state. The main interest 
of the research group “Neurobiology of Flight 
Control” is to figure out how the nervous 
system selects and controls the appropriate 
action in response to sensory stimuli. We use 
the flight maneuvers of the fruit fly Drosoph-
ila melanogaster as a model system to study 
that question. 

Visually elicited flight maneu-
vers 

Flies have a particular flight style, in which 
stretches of straight flight are interspersed 
with rapid changes in direction termed  
saccades. To stabilize a straight path even 
in the face of disturbances (e.g. wind), flies 
rely heavily on the visual information that is 

caused by their own motion, the so-called 
optic flow. With the optomotor response flies 
compensate for deviations from a straight 
flight path by turning with the direction of 
wide-field visual motion. Turns around the 
vertical body axis in response to horizontal 
motion can be measured in tethered flight 
by monitoring the difference in wing stroke  
amplitude between the left and right wing 
(L-R WSA). 

Changes in heading can also be elicited by 
visual stimuli. Expanding bars or circles for 
example mimic the approach of a potential  
predator or an impending collision and elic-
it evasive turns. However, flies also perform 
spontaneous saccades that are not directly 
triggered by sensory stimuli. 

The visual system of the fly

Large parts of the fly brain, the optic lobes, 
are dedicated to the processing of visual 

Understanding how a brain controls behavior is one of the cen-
tral goals in neuroscience. We study that question in the fruit fly 
Drosophila by analyzing the neurons involved in the control of 
steering maneuvers during flight.

by Dr. Bettina Schnell | Emmy-Noether-Group: Neurobiology of Flight Control
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My group wants to study the 
neural circuits involved in 
course control in Drosophila 
melanogaster using simul-
taneous recordings of neu-
ronal and behavioral activity 
during tethered flight as well 
as genetic manipulations.

information [1]. Tangential cells within the 
optic lobes of the fly, the so called lobula 
plate tangential cells (LPTCs), have been 
well-studied. They have large receptive 
fields and respond to wide-field motion in a  
directional-selective manner. Therefore, they 
are thought to underlie compensatory opto- 
motor responses. Among them, the horizontal 
system (HS) cells are responsive to horizontal 
motion. Recent research revealed the influ-
ence of an efference copy on the membrane 
potential of HS cells during voluntary turns 
[2,3]. This effect has the right sign to suppress 
responses to the visual motion stimulus 
caused by the fly’s intended behavior. LPTCs 
make synapses with descending neurons, 
which relay information from the brain to the 
motor system within the ventral nerve cord 
[4]. However, only few descending neurons 
have been functionally described in the fly, 
such as the DNOVS cells that are responsive 
to vertical motion and the giant fiber, which 
mediates escape maneuvers. As descending 
neurons are the output neurons of the brain, 
their characteristics will be highly informa-
tive about the computations performed by  
presynaptic circuits. 

Neural circuits underlying 
flight maneuvers

My group wants to study the neural circuits 
involved in course control in Drosophila  
melanogaster using simultaneous recordings 
of neuronal and behavioral activity during 
tethered flight as well as genetic manipu-
lations. The main focus will be on descend-
ing neurons that are involved in the control 
of steering maneuvers during flight, which 
we will characterize by performing whole-

cell patch-clamp recordings. During record-
ing, we will present a set of sensory stimuli  
including moving visual patterns to describe 
their response properties in detail. Descend-
ing neurons could either encode sensory 
stimulus information (e.g. rotation of the 
visual scene around a specific axis), intended 
behavioral output (e.g. a turn around a spe-
cific body axis), or specific motor commands 
(e.g. an increase in the stroke amplitude of 
one wing). We will be able to discriminate 
between these possibilities by comparing 
neuronal activity and motor output during 
presentation of different sensory stimuli and 
by using genetic techniques to perturb the 
function of specific neurons during behavior. 

A descending neuron con-
trolling saccades

During my postdoctoral work in the labora-
tory of Michael Dickinson, I started working 
on identifying descending neurons involved 
in flight control. Using 2-photon calcium  
imaging and electrophysiological recordings 
in tethered flying Drosophila, I have identified 
a previously undescribed descending neuron 
whose activity is correlated with fictive turns 
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Figure 1: a. Maximum-intensity projection of GFP expression in the whole brain driven by the line R56G08-Gal4. 

(scale bar, 50 μm). The approximate imaging area is depicted with a white box. An example image with the 

region of interest highlighted in yellow is shown as inset. b. Image of a fly taken from below illustrating the 

measurement of left (L) and right (R) wing stroke amplitude (WSA). c. Representative traces of spontaneous 

changes in L-R WSA (L-R) and GCaMP6f fluorescence in the descending neuron (ΔF/F) in the absence of visual 

stimulation. d. Two example traces of changes in L-R and ΔF/F during presentation of looming stimuli on either 

left (blue) or right (brown). Several spontaneous saccades (black arrows) occur in between looming stimuli.  

e. Mean L-R and ΔF/F (thick line) and individual responses (thin lines) to looming stimuli on the left (blue line). 

N = 13. (F) Same as (E), with L-R and ΔF/F for spontaneous saccades. Modified from [5].
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Volorumenis dolore 
dolo corrumquam 
quae nam eos qui 
officte ctiatiu

during tethered flight (Fig. 1) [5]. The cell’s 
activity suggests that it does not underlie 
stabilizing optomotor responses, but rather 
controls saccadic turns away from a straight 
path. It is both active during spontaneous as 
well as visually elicited saccades, but never in 
cases, where the fly does not perform a turn. 
The activity of this neuron can explain some 
of the behavioral variability observed in the 
optomotor response and appears sufficient 
for eliciting turns when artificially activat-
ed. This work provides an entry point into 
studying the circuits underlying behavioral  
decision making in the fly brain.

Controlling locomotion is a central task of 
any brain and requires a complex interaction 
of compensatory reflexes for path stabiliza-
tion with commands leading to a change in  
direction. I aim to identify how this interac-
tion is achieved by analyzing how steering  
commands are encoded at the level of  
descending neurons in Drosophila, and 
how sensory information is integrated with 
the initiation of spontaneous behaviors.  
Altogether, the work will provide insight into 
the circuits and mechanisms underlying 
this process and has the potential to reveal  
general mechanisms underlying the control 
of complex behaviors.

1.	 Borst, A. (2014). Fly visual course control: behaviour, 
algorithms and circuits. Nat Rev Neurosci 15, 590-
599.

2.	 	Schnell, B., Weir, P.T., Roth, E., Fairhall, A.L., and Dick-
inson, M.H. (2014). Cellular mechanisms for integral 
feedback in visually guided behavior. Proc Natl Acad 
Sci U S A 111, 5700-5705.

3.	 	Kim, A.J., Fitzgerald, J.K., and Maimon, G. (2015). 
Cellular evidence for efference copy in Drosophila 
visuomotor processing. Nat Neurosci 18, 1247-1255.

4.	 	Hsu, C.T., and Bhandawat, V. (2016). Organization of 
descending neurons in Drosophila melanogaster. 
Sci Rep 6, 20259.

5.	 	Schnell, B., Ros, I.G., and Dickinson, M.H. (2017). 
A Descending Neuron Correlated with the Rapid 
Steering Maneuvers of Flying Drosophila. Curr Biol 
27, 1200-1205.
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The research group “Neurobiology of Flight Control” is interested in how neural cir-
cuits integrate information into motor commands that control behavioral output. We use 
flight maneuvers of the fruit fly Drosophila as a model system, because of the numerical  
simplicity of the fly brain and its genetic accessibility. 

To study the circuits underlying flight control, we make use of recent technological  
advances, which allow us to measure the activity of single neurons in behaving ani-
mals. We can monitor intended steering maneuvers by tracking the motion of the wings in  
head-fixed flies. In addition, we use the elaborate genetic tool kit available in Drosophila to manip-
ulate the function of specific neurons. 

Combining these techniques we aim to identify and study individual neurons that control steering 
maneuvers during flight, the circuits they are embedded in, and the computations they perform. 
We hope that this work will provide insights into general mechanisms of how neural circuits con-
trol behavior and decision-making.

About the Emmy-Noether-Group:  
Neurobiology of Flight Control
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Parameters of a biophysi-
cal neuron model identified 
by our inference algorithm.  
Yellow corresponds to pa-
rameters that are very like-
ly given the data, violet to  
unlikely parameters. Ground-
truth parameters are in red.
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Neural Systems Analysis

Advances in experimental techniques make 
it possible to measure the activity of many 
neurons simultaneously, and to map the 
connectivity of neural circuits at unprece- 
dented scale and resolution. However,  
interpreting the complex data generated by 
these approaches has proven to be a difficult  
challenge. At the same time, the field of 
machine learning is being revolutionized 
by ‘deep learning’ approaches: Powerful  
algorithms for extracting structure from data 
can be built using artificial neural networks, 
providing practical tools and conceptual 
frameworks for analyzing neural data. In  
addition, the success of neural networks  
poses the question of how principles learned 
from biological computing devices can  
inform the design of artificial ones. 

We here report on two central questions 
which we are pursuing in collaboration with 
experimental laboratories: First, how can we 
link models of neural dynamics with electro-
physiological recordings and imaging data 

[1]? Second, how can we interpret large-scale 
recordings of neural activity [2]?. In addi-
tion, we are also interested in understanding  
perceptual strategies used by animals by 
quantitatively analyzing their behavior [3].

How can we link mechanistic 
models of neural dynamics 
with experimental observa-
tions?

Computational neuroscientists have devel-
oped a cornucopia of models that aim to cap-
ture neural dynamics, and give insights into 
the underlying mechanisms. However, a com-
mon challenge in working with these models 
is the fact that it is typically difficult to quan-
titatively link them to data. Identifying which 
mechanistic models are consistent with em-
pirical data can be very challenging – we use 
artificial neural networks to find them for us.  
In particular, we are developing a method 
for statistical inference on simulation-based 
models which can be applied in a ‘black 

How can we make sense of complex experimental data in  
neuroscience? We build statistical methods and machine-learn-
ing algorithms for analyzing high-dimensional measurements of 
neural activity and behavior, and for linking them with theoretical 
models of neural dynamics and computation. 

by Prof. Dr. Jakob Macke | Max Planck Research Group: Neural Systems Analysis
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Identifying which mecha-
nistic models are consist-
ent with empirical data 
can be very challenging 
- we use artificial neural 
networks to find them for 
us. 

box’ manner to a wide range of models 
in neuroscience. The key idea is to first  
generate simulations from a model, and 
then to train an artificial neural network to  
identify parameters that are consistent with 
the data (Fig. 1 a). Having characterized these 
parameters, we can then refine models, or 
estimate which additional data will be most 
useful for constraining or comparing models. 
Our approach is applicable to a wide range 
of models in neuroscience. For example, 
it can be used to rapidly consider estimat-
ing the receptive field of a neuron: Given  
observed data (here, the so-called spike-trig-
gered average, i.e. the average stimulus that 
elicits a spike), we can infer the location and  
orientation of a receptive field (Fig. 1 b). Us-
ing our approach, we identify consistent 
model parameters (Fig. 1 c). In simulations, 
we can verify that the ground-truth param-
eters (red) have high probability (Fig. 1 c).  
These approaches lead to efficient infer-
ence: Once the neural network is trained, 

parameters for new data can be identified at  
negligible computational cost. This efficiency 
is in contrast to most conventional statistical 
inference approaches, which require expen-
sive computations for each new data set. We 
are also developing similar approaches for  
statistical inference on mechanistic mod-
els to identify underlying events from imag-
ing data [4]. In collaboration with the group 
of Marcel Oberlaender, we have started to  
apply our statistical inference to search 
for connectivity rules that can explain the  
statistical structure of neural connectivity in  
cortical networks. 

Figure 1: a. Inference approach: A neural network is trained to perform inference on simulated 

data. b. Original data (spike-triggered average), ground-truth receptive field, and identified recep-

tive fields. c. Space of parameters consistent with original data. Ground-truth parameters (red) 

have high posterior probability, illustrating the success of our approach.
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How can we describe the col-
lective activity of large neu-
ronal populations?

Large-scale recording methods make it pos-
sible to measure the activity of large neural 
populations. A promising approach to ana-
lyzing these data has been to use concepts 
from other fields, e.g. statistical physics, in 
search for underlying principles. One hypo- 
thesis that has emerged from this approach 
is that neural populations are optimized to 
be poised at a so-called `thermodynamic  
critical point’ (e.g. [5]). Physical systems 
exhibit interesting behaviour near critical 
points, and therefore characterizing their  
critical points can yield valuable insights. 
For example, zero degree Celsius is a critical 
point for water, as lowering the temperature 
below that point causes it to freeze, i.e. to  
dramatically change its qualitative prop-
erties. The hypothesis that neural systems 
might exhibit similar transitions is therefore 

intriguing, and raises the question of what 
mechanisms keep the system at the critical 
point.

Support for criticality in neural systems has 
come from a recent series of studies which 
identified so-called 'signatures of criticali-
ty’ in activity recorded from populations of  
retinal ganglion cells (Fig. 2 a). But are these 
previous results really conclusive about  
neural coding principles? What mechanisms 
can explain these signatures? We showed 
through numerical simulations and analyt-
ical calculations that previously identified  
signatures of criticality can be found in sim-
ple neuron population models (Fig. 2 b),  
even ones that do in fact not correspond to 
critical systems. We showed that signatures  
of criticality spuriously arise from common  
data-analysis techniques (Fig. 2 c), and can 
also be reproduced and studied in analytical-
ly tractable models (Fig. 2 d). Thus, previous 
reports about criticality in neural systems 
are not conclusive, and likely point to short- 

Figure 2: a. Signatures of criticality in neural populations reported in the literature: the specific 

heat capacity (a quantity describing the variance of fluctuations in activity) grows with population 

size (reproduced from [5]). b. Simulations of simple population models reproduce these signa-

tures. c.,d. Simulations of simple population models reproduce these signatures.  
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comings of analysis approaches rather than 
biological phenomena.

To provide more useful analysis approaches, 
we are developing algorithms for mechanis-
tic neural population models, extending our 
previous work on statistical inference for  
dynamical systems [6]. These models ex-
plicitly capture the measurement and data- 
analysis process for neural population  
recordings, and thereby overcome the limi-
tations of commonly used analysis methods.
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arise from random subsampling in simple popula-
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The central goal of the Neural Systems Analysis group is to understand how populations of neu-
rons collectively process sensory input, perform computations and control behaviour. To this end, 
we develop statistical tools and machine learning algorithms for interpreting neural and behav-
ioral data. Our goal is to provide tools which make it possible to distill interpretable descriptions 
from high-dimensional, complex data, and to link these data to theoretical models of neural dy-
namics and computation. We build on recent advances in Bayesian inference and deep learning to 
design statistical models and efficient algorithms for inferring their parameters. 

These methods allows us to characterize which models are consistent with existing  
measurements, and which additional measurements would be most informative in  
constraining them. We extensively collaborate with experimental groups at caesar Bonn as well as 
at other research institutes. 

About the Max Planck Research Group:  
Neural Systems Analysis

GROUP PICTURE
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Electron microscopy of neg-
atively stained PDE complex-
es reveals the highly variable 
binding position of PDE-δ.
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Once does not count:  
Suppressing noise in the 
eye

Vision is one of our key senses. Consequent-
ly, evolution has created a biological ‘cam-
era’ that compares favorably to our most 
advanced technological cameras – especially 
when considering versatility. For example, we 
are able to perceive light over a vast range 
of intensities: from bright day-light down 
to dim star-light, when only few, or even  
single, photons hit the retina [1,2]. The ability 
to sense individual photons is a remarkable 
feat, especially considering that the thermal 
background energy – that is our body heat 
- is only 100 times less than the energy in a  
single photon. Therefore, as with any high-
gain amplification system, noise suppression 
is as important as signal amplification.

The parts that make the  
camera

The molecular components required to 
capture and amplify a single-photon event 

are localized at intracellular membranous 
structures in our photosensitive cells (Fig. 
1). The antenna protein, rhodopsin, con-
tains a light-sensitive chemical that can be  
excited by absorbing an incoming photon. 
This in turn leads to conformational changes 
in rhodopsin, allowing it to exchange a small 
molecule, namely GDP for GTP, in an associ-
ated protein, the G-protein transducin. GTP-
bound transducin splits into its subunits, 
of which the subunit T-α in turn activates a 
membrane-localizedkphosphodiesterase, 
PDE6. PDE6 then degrades a chemical mes-
senger molecule, cGMP, which results in 
the closure of ion channels, so-called CNG  
channels, at the plasma membrane, and  
initiates a hyperpolarization event recog-
nized by associated nerve cells.

Humans are able to detect and potentially sense single photons. 
We recently identified a molecular mechanism helping to suppress 
thermal noise at a key step of signal amplification.

by Prof. Dr. Elmar Behrmann | Max Planck Research Group: Structural Dynamics of Proteins



58 C A E S A R  A N N U A L  R E P O R T  2 0 1 7

Fate of the chemical messen-
ger

The chemical messenger cGMP plays a key 
role in the signalling cascade, as it is highly 
mobile and thus allows relaying the signal 
from the intracellular membranous struc-
tures to the plasma membrane. While cGMP 
is more or less constantly produced by  
guanylate cyclases (GC) from the precursor 
molecule GTP, the regulation of PDE6 activi-
ty is much more complex. PDE6 is a dimeric 
complex comprising an α and a β subunit, 
each consisting of two GAF domains and a 
catalytic domain responsible for degrading 
the secondary messenger cGMP (Fig. 2 a).  

Different from other PDEs, PDE6 is believed 
to exist in an always active ‘open’ conforma-
tion, but being inactivated by binding of an  
additional subunit, PDE-γ, onto the active 
sites. Only when PDE-γ is displaced by T-α, 
the active site becomes accessible to cGMP 
and hydrolysis can occur. 

We recently investigated an additional layer 
of control, namely the localization of PDE6 
to the intracellular membranous structures 
by its solubilization factor, PDE-δ [3]. Among 
other findings, we observed by negative-stain 
electron microscopy that the position of 
PDE-δ on the PDE complex is highly varia-
ble (see front image). Because we know that 

Figure 1: The visual signalling cascade. a. In the resting state, membrane-bound guanylate cyclas-

es (GC) maintain a steady pool of cyclic GMP (cGMP). This basal concentration of cGMP maintains 

constant opening of the ion channel CNG at the plasma membrane. This generates a constant 

inflow of sodium and calcium, which keeps the plasma membrane in a depolarized state. b. Sig-

nalling is induced by the photon-induced activation of rhodopsin, which in turn activates its asso-

ciated G-protein transducin by stimulating exchange of GDP with GTP. The GTP-bound transducin 

subunit T-α in turn can displace PDE-γ from the PDE6 complex and thus activate the hydrolyt-

ic center of this phosphodiesterase. Active PDE6 rapidly reduces the concentration of available 

cGMP, resulting in the closure of CNG channels, and thus induce a hyperpolarization of the cell 

membrane.
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Figure 2: Structural reasons for asymmetric activation. a. Cryo-EM analysis of the PDE6 complex 

confirm variability (shown in red) of the catalytic domain (cat. domain). While the complex is in-

deed symmetric, both active sites face towards different faces of the complex (arrows in the top 

view). Scale bar is 5 nm. b. Asymmetric activation of PDE6 in the presence of membranes could 

be explained if PDE6 in the resting states adopts a flat orientation on the membrane that prevents 

access to one of the catalytic domains. Only after binding of the first T-α, PDE6 assumes an upright 

position. While this does not yet activate hydrolysis, it makes the second T-α binding site available 

– albeit at reduced affinity. Only in the presence of a high, local concentration of T-α PDE6 will thus 

be fully activated.

PDE-δ binds to a defined position on PDE6, 
namely a lipid anchor situated at the catalytic 
domain, this implies that the position of the 
catalytic domain itself, with relation to the  
remaining complex, must be variable.  
Interestingly, we also observed asymmetric 
binding of PDE-δ to the complex, implying 

that the catalytic domains do not always 
adopt identical positions. This was some-
what unexpected, as both catalytic domains 
had previously been assumed to be equal 
and show indistinguishable activity, at least 
when studied in solution in a test tube.
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Symmetric but not identical

We therefore decided to followed up on this 
observation with further functional exper-
iments and structural characterization by 
cryo-electron microscopy [4]. Indeed, we  
directly observed structural variability in 
the catalytic domain using cryo-EM (Fig. 2 a) 
confirming our initial hypothesis based on 
the observed flexibility of PDE-δ. Addition-
ally, the cryo-EM structure shows that, while 
symmetric, the two catalytic sites face to  
opposing sites of the PDE6 complex.  
Functional assays moreover clearly showed 
that these two catalytic sites, while indistin-
guishable in solution, become unequal in 
the presence of membranes: While a first T-α 
is bound to the complex with high affinity, 
this elicits virtually no activation of the PDE6 
complex. Only when a second T-α binds, now 
with lower affinity, the full activation of the 
PDE6 complex is induced. 

How can membranes induce such an func-
tional asymmetry? Potentially, PDE6 at  
resting conditions is adopting a flat orien-
tation on the membrane, making only one 
of the active sites accessible to T-α (Fig. 2 
b). T-α binding could trigger PDE6 to adopt 
an upright orientation that now allows  
access to the second site, which would be in 
agreement with earlier light-scattering exper-
iments [5]. Given that such a reorientation of 
the complex would directly affect the cata-
lytic domains, where the membrane anchor 
is localized, a change in both affinity and  
activity for the second T-α to bind would not 
be surprising.
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Asymmetric noise filtering 

Using computer simulations, we explored 
functional implications of such an asym-
metric, two-stage activation mechanism.  
Intriguingly, these simulations uncovered 
that this mechanism would show proper-
ties of a noise filter: thermally activated T-α, 
corresponding to background-noise, would 
be locally sparse and could only lead to  
singly-occupied T-α-PDE6 complexes that  
remain largely inactive. Only when an  
activated rhodopsin molecule is producing 
a high local concentration of T-α, the thresh-
old required for formation PDE6 complexes  
occupied by two copies of T-α, and thus with 
full catalytic activity, would be overcome.
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Life is not static and neither are the majority of proteins crucial to the function of our cells. Akin to 
tiny machines, proteins have to adopt many different structural arrangements – so called confor-
mations – to carry out their cellular function. We focus on the application of electron microscopy to 
investigate these structural dynamics of proteins. Electron microscopy is ideally suited for this as it 
allows us to trap ongoing reactions within the fraction of a millisecond. In combination with sophis-
ticated image processing techniques this allows us to determine the major conformations present 
in the reaction, as well as to pinpoint flexible regions in the protein structure. Our main interest 
is in those proteins that are associated with or embedded into the lipid membranes of our cells. 
Membranes are paramount for the identity of a cell, as they shield the interior from the surround-
ing environment, but must not be static as controlled passage of molecules and information over 
these biological barriers is necessary for life. The structural basis for how proteins can give diverse  
functions to membranes is still largely lacking, especially with regard to the dynamic  
interplay between lipids and proteins. However, studying dynamic proteins in membranous en-
vironments is a challenging task posing a wide range of experimental issues. To address these 
issues, we are developing specialized sample preparation strategies that range from novel lipid 
bilayer mimics to functionalized sample grid carriers.

About the Max Planck Research Group:  
Structural Dynamics of Proteins

GROUP PICTURE
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The DNA catenane consists of 
the stator ring with the bound 
T7 RNA polymerase, propelling 
the rotation of the rotor ring. 
This produces a single strand of 
RNA (yellow). which is connect-
ed to the nano machine and  
allows for movement along a 
predetermined path on a nano-
tube (not pictured).
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Nanostructures: From 
aptamer-based nano-
capsules to bio-hybrid 
motors

The Max Planck fellow group “Che-
mical Biology” at the caesar research 
center is focusing on nanostructures 
that are constructed of nucleic acids. 
In one of the projects, we constructed  
supramolecular nano-capsules from DNA- 
aptamers that are equipped with  
lipid groups. The capsules were used for  
attacking cancer cells by detecting a cell surfa-
ce receptor. They are constructed to release a 
chemotherapeutic substance into the cancer 
cells induced by light, hindering cell growth, 
and discriminate between cancerous and be-
nign cells. In our second project, we produced  

bio-hybrid supramolecular DNA nano-struc-
tures featuring a stator unit that sets a  
mechanically linked DNA ring into unidi-
rectional rotational motion. The result is a 
synthetic rotation motor, whose continu-
ous rotation depends on the consumption 
of chemical energy. Long RNA chains are  
produced as a by-product and remain  
firmly attached to the rotation motor. This 
allows for the RNA to be used as an anchor,  
to create a walking nanomachine that per-
forms a specified journey. 

Our research focuses on nucleic acid-based nanostructures. We 
have assembled aptamer-based nano-capsules for the targeted 
delivery of molecular cargo to cells, and have constructed a bio-
hybrid rotational DNA motor that moves along predefined tracks.

by Prof. Dr. Michael Famulok, Dr. Deepak K. Prusty, Dr. Stephan Irsen, Dr. Julian Valero | 
Max Planck Fellow: Chemical Biology
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The simplicity of the design 
can be easily adjusted to 
other types of biological na-
no-architecture. This should 
facilitate the construction 
of complex NTP-powered 
bio-hybrid nano-machines.

Supramolecular aptamer na-
no-capsules for a targeted  
attack on cancer cells via light 
induced release of chemother-
apeutic substances

Aptamers are specific ligand binding nuc-
leic acids, which - similar to antibodies - 
are used for recognizing specific cells that  
feature a receptor molecule on their surface 
that the aptamer detects. These characteristics 
make aptamers interesting components for a  
targeted transport of cargo to such cells. 
Prerequisites for this process are sufficient 
stability in the blood serum, a targeted and 
efficient uptake by the target cells, and an 
inducible release of the cargo inside the cell. 
For this project we integrated multiple struc-
tural motifs of lipidated aptamers in a na-
no-capsule, which were designed to detect 
the hepatocyte growth factor receptor cMet 
on the surface of cancer cells.

The nano-capsules consist of a lipidated 
anti-cMet aptamer and a DNA hairpin mo-
tif, loaded with the toxic chemotherapeutic 
substance doxorubicin. This motif contains 
photosensitive molecules that allow for the 
doxorubicin to be released through photoiso-
merization. The aptamer units featuring lipid 
groups organize themselves into spherical 
nano-capsules that specifically detect cMet 
on the surface of cancer cells, and are the-
refore absorbed by these cells in a targeted 
manner (Fig. 1). This self-organization into 
nano-capsules leads to increased resistance 
to nucleases and more efficient absorption 
into the cells. A selective release of the doxo-
rubicin is triggered by brief exposure to light, 
thus causing mortality of the attacked cells 

[1]. This modular approach opens up new 
possibilities for aptamer-based therapeutics, 
as well as for innovative research tools.

We have examined the appearance of the 
nano-capsules by electron microscopy 
in cooperation with Dr. Stephan Irsen at  
caesar. Most of the work was carried out by 
Dr. Deepak K. Prusty, during his employment 
at caesar. Further principles for light-induced 
switches of biomolecules have also been  
examined [2].

A bio-hybrid DNA nanomotor 
that moves along specified 
routes

Biological motors are highly complex protein 
arrangements that cause linear or rotational 
motion, powered by chemical energy. Syn-
thetic motors, based on DNA nanostructures, 
bio-hybrid constructs, or synthetic organic 
chemistry have been described successfully 
in the past [3]. However, unidirectionally rot-
ating biomimetic motors with rotor / stator 
units, powered by the consumption of che-
mical energy, were previously unknown. 

For this project, we constructed a bio-hybrid 
nanomachine, consisting of a catalytic stator 
and an interlocked DNA wheel, whose rota-
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tion is powered by the hydrolysis of nucleo-
tide triphosphates (NTPs). The nanomachine  
contains a modified T7 RNA polymerase, 
which is firmly connected to the DNA ring of 
the stator, which interlocks with the rotor DNA 
ring to form a catenane. The rotating wheel 
produces long, recurring RNA transcripts 
that are connected firmly to the nanoma-
chine. We use this RNA to achieve a targeted  

directional movement along a specified track 
on a DNA nanotube. As a result it became  
possible to transform rotational movement 
into directional movement [4]. The simpli-
city of the design can be easily adjusted to 
other types of biological nano-architectures.  
This should facilitate the construction of 
complex NTP-powered bio-hybrid nanoma-
chines.

Figure 1: Schematic of the assembly and the mechanism of action of the aptamer nano-capsules. 

The lipidated anti-cMet and doxorubicin (DxR) binding aptamers form micellar nano-capsules. 

These are internalized via cMet receptor mediated endocytosis. A light-induced structural change 

of the DxR aptamer at 365 nm releases the DxR inside the cell, causing the attacked cells to die.
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Volorumenis dolore 
dolo corrumquam 
quae nam eos qui 
officte ctiatiu

For this project, we collaborated with Dr.  
Elmar Behrmann’s EM group within caesar. 
We succeeded in visualizing the DNA nano-
tubes, but not the nanomachine located on 
them. We achieved this by means of scan-
ning probe microscopy. Most of the work was  
carried out by Dr. Julian Valero, who was  
employed at caesar.

1.	 Prusty, D.K., Adam, V., Zadegan, R.M., Irsen, S., and 
Famulok, M. (2018). Supramolecular aptamer na-
no-constructs for receptor-mediated targeting and 
light-triggered release of chemotherapeutics into 
cancer cells. Nat. Commun. 9, 535. 

2.	 	Adam, V., Prusty, D.K., Centola, M., Škugor, M., Han-
nam, J.S., Valero, J., Klöckner, B., and Famulok, M. 
(2018). Expanding the Toolbox of Photoswitches 
for DNA Nanotechnology Using Arylazopyrazoles. 
Chemistry 24, 1062-1066. 

3.	 	von Delius, M. and Leigh, D.A. (2011). Walking mole-
cules. Chem. Soc. Rev. 40, 3656-3676. 

4.	 Valero, J., Pal, N., Dhakal, S., Walter, N.G., and Fam-
ulok, M. (2018). A bio-hybrid DNA rotor-stator na-
noengine that moves along predefined tracks. Nat 
Nanotechnol. 13, 496-503.
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We focus on the structural analysis of biomolecules and on photo-activatable substances. 
Synthetic chemistry is often used in chemical biology to generate tools for investigating mecha-
nisms in biology or biomedicine. For example, proteins can be chemically modified or the effects 
of biomolecules can be altered. Cytohesins are proteins that regulate cellular signaling pathways 
but their exact mode of action is largely unknown.

A better understanding could lead to insights into disease mechanism and to development of 
treatment. We study the cellular function of cytohesins by combining chemical methods and 
structural biology.

We are interested in how cytohesins interact with receptor tyrosin kinases (RTKs), e.g.  
during insulin receptor (IR) signaling, and in their mechanism of RTK activation.

Furthermore, we develop DNA nanomachines that can exert defined functions, and aptameric 
nanocarriers for intracellular delivery of diverse molecular cargo.

About the Max Planck Fellow Group:  
Chemical Biology
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Neuronal primary cell cultures 
derived from mouse hippocam-
pus, containing astrocytes (red) 
and neurons (cyan). Single  
primary cilia extend from the 
neuronal cell bodies (green).
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How to shed light on  
ciliary function

Cilia – what they are and what 
they do

Cilia are membrane protrusions that come in 
two different flavors - they are either motile 
or immotile. Motile cilia are used to move 
fluid flows along the cellular surface, e.g. on 
epithelial cells in the lung, or to propel cells 
forward, e.g. sperm. Immotile cilia are called 
primary cilia and almost every single cell 
in our body contains a primary cilium. Still, 
we do not really understand what they do. 
They have been proposed to act as a cellular  
antenna that receives extracellular cues and 
transmits this information into a cellular  
response. Loss of ciliary function seems to be 
detrimental, causing a variety of pathologies 
commonly referred to as ciliopathies. They 
comprise polycystic kidney disease, blind-
ness, mental retardation, or obesity [1].

Primary cilia constitute a 
unique cellular compartment 
– also in neurons

To function as a cellular antenna, primary  
cilia contain a) receptors that receive the  
signal from the environment and trans-
duce the information into the inside of the 
cell, and b) an amplifier, which usually is an  
enzyme that produces a messenger that 
transmits the information into an intracel-
lular response [2]. However, every cell type 
in our body seems to be different in the  
composition of the molecular components 
that form this cellular antenna, allowing 
different cells to respond and transduce  
different stimuli. We had a closer look at the 
primary cilia in the brain, in particular the  
hypothalamus (Fig. 1). Hypothalamic neu-
rons display a primary cilium at the cell body 
and express specific receptors (NPY2R) and 
amplifiers of the signal (AC3) (Fig. 1). 

Primary cilia were first discovered 150 years ago and were thought 
to be of no use. Recent advances in science technology revealed 
that primary cilia function as signaling hubs that play a pivotal 
role in many signaling processes.  

by Prof. Dr. Dagmar Wachten | Minerva-Group: Molecular Physiology



70 C A E S A R  A N N U A L  R E P O R T  2 0 1 7

How to analyze primary cilia 
signaling and function?

The primary cilium only makes up a tiny 
fraction of the total volume of the cell (ca. 
1/2000). It is 5-10 µm in length, 400 nm in 
width, and contains a volume of less than 1 
fl. A major challenge is to analyze signaling in 
this tiny subcellular compartment independ-
ent from the rest of the cell. Our approach 
to tackle this problem is to use light for  
manipulating and analyzing signaling  
pathways for the following reason: It is  
necessary to manipulate cellular signaling 
with high temporal and spatial precision. 
Light is particularly well suited to this task 
as it can be switched on and off quickly, can 
be focused on very small spots within a cell, 
and does not affect other cellular process-
es. Cells are genetically modified to produce 
light-sensitive proteins and, thereby, can be 
controlled by light.  This biological technique 
is called optogenetics. We apply a combi-
nation of optogenetics with genetically- 
encoded biosensors to manipulate and 
measure ciliary signaling with spatial and 
temporal resolution in vitro and in vivo [3, 
4, 5]. To bring our tools specifically into the  
primary cilium, we need to high-jack the 
transport machinery that transports proteins 
in and out of the cilium. This approach is 
shown as an example in Figure 2, where we 
localized a biosensor to primary cilia.  

cAMP – a crucial messenger for 
ciliary signaling

The second messenger cAMP allows to  
transduce a signal from the outside into 
a cellular response. Dysfunction of cAMP  
signaling has been correlated with the occur-
rence of ciliopathies. It has been proposed 
that cAMP is crucial for transducing external 
stimuli in the primary cilium into an intra-
cellular response. In this model, the primary  
cilium creates a unique cAMP signaling  
domain, which controls cellular functions. 
Using our approach, we are aiming to  
unravel the role of ciliary cAMP signaling 
in controlling cellular functions and how  
dysfunction of ciliary cAMP signaling might 
lead to the development of ciliopathies. 
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Figure 1: Primary cilia in the brain. One region in 

the hypothalamus, the arcuate nucleus, is labe-

led in green (NPY). In this region, neurons display 

primary cilia, expressing specific receptors (right: 

red, NPY2R) and enzymes (left: red, AC3). 

Scale bars: top: 200 pxs; bottom: 20 µm; inset: 5 

µm.

Figure 2: Expression of a biosensor in pri-

mary cilia of mouse kidney (IMCD-3) cells. 

Cilia are labeled in red, the sensor is labeled 

in green. Almost every cell displays a prima-

ry cilium and the sensor is localized exclu-

sively to primary cilia. 

Scale bar: 20 µm, inset: 5 µm.



72 C A E S A R  A N N U A L  R E P O R T  2 0 1 7

We aim to understand how cilia work and what their function is. Cilia are subcellular  
compartments that protrude from the surface of almost every mammalian cell. Cilia can be 
grouped into two major classes: a) primary cilia, which are immotile and b) motile cilia, which 
are also called flagella. A prominent example for the latter are sperm flagella. Ciliary dysfunction 
leads to severe diseases commonly referred to as ciliopathies. They comprise e.g. polycystic kid-
ney disease, obesity, blindness, and infertility. However, the signaling pathways controlling cil-
iary function are ill-defined. To study ciliary signaling with high spatial and temporal precision, 
we combine optogenetics and genetically-encoded biosensors with high-resolution microscopy, 
mouse genetics, and biochemistry. This multidisciplinary approach allows us not only to investi-
gate ciliary signaling, but can be applied to any subcellular compartment to study its function with 
spatial and temporal resolution.

About the Minerva-Group:  
Molecular Physiology
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News from IMPRS

The graduate school is the first transatlan-
tic cooperation in neuroscience between 
two Max Planck connected neuroscience  
institutions (caesar – associated with the 
Max Planck Society – and the Max Planck 
Florida Institute of Neuroscience) and two  
universities (the University of Bonn and  
Florida Atlantic University). The program 
is funded predominantly by a Max Planck  
Society IMPRS grant with additional support 
for student positions, research costs and 
overhead by the participating institutions, 
and grants to individual investigators. caesar 
hosts the coordination office for the school in 
Bonn.

The Steering Committee of the IMPRS advises 
the Speaker and Co-Speakers on all items rel-
evant to the successful running of the IMPRS. 
All policy change proposals including the  
addition of new IMPRS faculty and committee 
appointments are approved by a majority vote.  
In 2017 Dr. Kevin Briggman (caesar) and Dr. 
Robert Stackman (FAU) joined while Prof. Dr. U.  

Benjamin Kaupp (caesar) and Dr. Elizabeth 
Matthews (Uni Bonn) left the committee. Sig-
nificant committee decisions in 2017 were: 
increase the number of IMPRS funded PhD 
fellowships from 3 to 4, establish 4 master 
student fellowships with the Uni Bonn MSc 
Neuroscience program, and institute a Trav-
el Grant component. Further, the committee 
added two new faculty, Prof. Dr. Jens Brüning 
(MPI for Metabolism Research) in March and 
Dr. Kevin Briggman (caesar) in September.

Research Scope

One of the central questions of biology is the 
understanding of how the brains of animals 
encode the outside world and how this ena-
bles them to interact with their environment.  
Although this subject has been investigated 
for decades, it is only now that the neces-
sary tools are becoming available to finally 
address this topic. These tools are based on 
optical, electrophysiological, and genetic 
techniques that, when combined, provide 

The International Max Planck Research School (IMPRS) for Brain 
and Behavior completed its second full year of operation in 2017. 
The program’s aim is to recruit outstanding doctoral students and 
immerse them in a stimulating environment that provides novel 
technologies to elucidate the function of the brain, from mole-
cules to animal behavior. 

by Denise Butler | IMPRS coordination office
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unparalleled insight into neuronal circuits in 
the whole brain and are truly advancing neu-
roscience. Thus  the  research  focus  of  the  
IMPRS  for Brain and Behavior is to combine 
knowledge from  the  traditional  disciplines  
of biology, mathematics and physics to  
address this question at multiple levels; from 
defining the role of molecules involved in  
signaling at the synapse to understanding 
how animals use sensory  information  to  
make decisions.

Applications and Selection 
Symposium

The program’s Selection Committee utilizes 
a two-tier online system to review and rate  
applications. This process has proven to 
be successful and the committee voted to  
continue this procedure.

The 2017 applicant pool was reduced to 15 
invitees, of which 12 attended the Selection 
Symposium at caesar March 13-14, 2017.  
Due to feedback, the format of the sym-
posium was changed to include a poster  
session and then interview sessions with 
each of three committee panels. Six of the 
twelve candidates were offered admission to 
IMPRS. The top three students were award-
ed 3-year fellowships. The second day was 
devoted to finding a mentor who matched 
research interests with the candidates 
from the 27 available funded positions. The  
symposium concluded with dinner and an  
international exchange/social event organ-
ized by current IMPRS students. 

Students

In 2017 we admitted our second class  
consisting of 4 students. In total, there are 
19 students coming to us from 10 differ-
ent countries: 21% from US and 26% from  
Germany; 11 males, 8 females; 7 work in the 
US and 12 in Germany. Students are accepted 
annually and our application to acceptance 
ratio was 17:1 in 2017. The anticipated class 
size at steady state is 12 students. Therefore 
for a 3-year program, we expect approx-
imately 36 students in the program. The  
Selection Committee decided that maintain-
ing excellence takes priority over maintaining 
constant yearly class size.  For 2017, it was 
clarified that excellent students from other 
disciplines, such as physics and computer 
science, are an asset to the program and will 
not be excluded based on lack of neurobiol-
ogy background. Remedial training in biology 
and neuroscience will be offered at our part-
ner universities.

In March, student representatives briefed the 
Steering Committee on student concerns. 
Suggestions included travel grants to attend 
workshops or courses at the partner insti-
tutes and international meetings, and inclu-
sion of faculty from Florida and/or Bonn on 
student’s Thesis Advisory Committee (TAC).  
In September, the committee approved a 
new Travel Grant program. Provisions for 
fostering more exchange between Bonn and 
Florida have been explored and at least one 
student has TAC members in both Bonn and 
Florida. 
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Developments

In the last two years IMPRS students have 
successfully integrated into the local scien-
tific community. We now have an elected  
member on the BIGS Neuroscience Student 
Council in Bonn and several IMPRS students 
joined the BIGS retreat in October.  During the 
BonnBrain3 held at caesar in March, a majority 
of the students presented posters of ongoing 
work. In September, IMPRS held a well-attend-
ed Master Student Info Session at University 
of Bonn which attracted students from the 
neurosciences and other relevant master dis-
ciplines from area universities. Speakers Dr. 
Jason Kerr and Dr. Kevin Briggman present-
ed the IMPRS program and research topics 
to the audience. In November, at the annual  

meeting of the Society for Neuroscience 
(SfN) in Washington, we had an informa-
tion booth at the Graduate School Fair and 
were also represented at the NeuroSchools- 
Germany and the DFG booths. Co-Speaker, 
Dr. McLean Bolton (MPFI) seized the oppor-
tunity to profile our IMPRS in an interview  
conducted at SfN for an article to be  
published in the SfN member journal Neuro-
line. The interview focused on how programs 
are developing curricula that keep up with the 
evolving field, and to also gather advice for 
prospective and current graduate students.  
Importantly, the  first student  of the IMPRS, 
Daniel Wilson (MPFI), defended his thesis in 
December 2017.
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Prof. Hidde Ploegh’s lecture 
"Den Kampf zwischen Im-
mun- und Krebszellen sicht-
bar machen", about the battle 
between the immune system 
and cancer, was well received 
among the caesarium audi-
ence.
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Events at caesar

caesarium

Our public lecture series "caesarium" continued with great success in 2017. Internationally 
recognized scientists presented a broad range of topics, generated for a lay audience.  The 
chosen topics were of current social relevance and thereby led to inspiring public discus-
sions. Thus, the "caesarium" continues to provide further insights to the excitement and 
fascination of science and research.

The following speakers presented their work at the "caesarium" in 2017:

•	 Prof. Dr. Jeffrey Friedman  
Rockefeller University, New York, USA 
“Leptin and the Biologic Basis of Obesity“ 
16.02.2017

•	 Prof. em. Dr. Dr. h.c. mult. Wolf Singer 
Emeritus at Max Planck Institute for Brain Research and Senior-Fellow at the 
Ernst-Strüngmann-lnstitut, Frankfurt 
“Wissen wollen, eine ethische Verpflichtung?” 
06.04.2017

•	 Prof. Dr. Philippe Bastiaens 
Max Planck Institute for Molecular Physiology, Dortmund 
"Können unsere Zellen denken und dürfen sie das?“ 
05.10.2017

•	 Prof. Dr. Hidde Ploegh 
Harvard Medical School, Boston, USA 
"Den Kampf zwischen Immun- und Krebszellen sichtbar machen” 
09.11.2017
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caesar conference  
(September 12-15, 2017)

The 6th International caesar conference 
"Overcoming barriers: Atomic resolu-
tion and beyond" brought together the 
leaders in molecular cryo-electron mi-
croscopy to talk about the latest devel-
opments in this rapidly evolving field.  
Discussions focused on recent technological 
as well as methodological development and 
their applications to fundamental biological 
questions. The conference was opened by 
a keynote lecture from Richard Henderson 
(who won the Nobel prize for his work just a 
few weeks later) and attended by around 150 
scientists, old and young alike. Prior to the 
conference we also had two practical work-
shops showcasing new methodology with 30 
participants.

Science slam (May 11, 2017)

A fantastic way to communicate science in 
an understandable and entertaining manner. 
In a series of short presentations, passionate 
scientists explained their work to a non-spe-
cialised public audience. In a competition 
format the audience voted for their favour-
ite science slammer. It is a real challenge to 
get on a stage, getting some serious research 
across and yet make the audience laugh. It 
was a truly engaging and interactive event, 
demonstrating the excitement of science and 
inspiring the audience.
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Art exhibition ARTenVielfalt  
(April 10, - June 9, 2017)

Twelve artists, mainly regional, were exhibit-
ing at the "ARTenVielfalt" from April 10 to June 
9. The exhibition opened up to various artis-
tic disciplines and styles: painting, sculpture, 
photography, installation, object art, media, 
tape art and neo-pop art. The approaches of 
the artists were as diverse as the artistic gen-
res and creative processes.

Company run  
(September 14, 2017)

Once again Bonn transformed into a race 
track, along the Rhine, for the 11th company 
run on September 14, 2017. Together with 
12.400 runners from over 450 different com-
panies and institutes, caesar members defied 
the weather and successfully crossed the fin-
ish line of the 5.7 km long distance.
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Facts and figures

As of January 1st, 2017 the research center 
caesar employed 175 in total and hosted 68 
guest scientists. The distribution of the em-
ployees within the departments and func-
tions is deductible from the following graph. 
Converted into full-time positions there are 
14.8 people working in the administration 
and 17.5 in the infrastructure. Within the sci-
ence departments and its corresponding sec-

tion of scientific infrastructure 194 employ-
ees are associated. At the turn of the year, 68 
guest scientists were reasearching at caesar 
in the context of scientific cooperations. Fur-
thermore, caesar instructed 13 trainees in 6 
departments: tool mechanic, laboratory as-
sistant in biology and chemistry, administra-
tion and animal care.
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The ratio of female coworkers in the scientific 
departments amounts to 42%. The distribu-
tion of female and male employees, regard-

ing the individual functional areas, is repre-
sented by the following graph.

Male

Female



96 C A E S A R  A N N U A L  R E P O R T  2 0 1 7

Finances
Basis of the caesar foundation 

caesar was established as a non-profit foundation under private law by the Federal Repub-
lic of Germany and the state of North Rhine-Westphalia in accordance with the Bonn-Berlin 
compensation act.

The foundation’s assets amount to 383.4 Mio. € with 6.6 Mio. € added property value, which 
was entrusted to caesar by the city of Bonn.

286.3 Mio. € of the foundation’s capital were invested in the capital market on a long-term 
basis. The revenue funds among others the research of caesar.

 

ASSETS 

Tangible assets

Financial assets

Miscellaneous

Total assets

 

84.511.122 €

301.736.604 €

23.171.446 €

409.419.172 €

INCOME 2017

Income from sales revenues and promotions 

Income form securities and interest

Total income

5.130.675 €

13.628.916 €

18.759.591 €

EXPENSES  2017

Personnel expenses

Material expenses

Amortisations

Total expense

8.235.874 €

5.065.418 €

3.594.483 €

16.895.775 €
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Balance sheet

ASSETS

A. Capital assets

I. Intangible assets

II. Tangible assets

Property and construction

Various investments

Advance payment & investment in construction

Total of II.

III. Financial assets

Assets

Securities of capital assets for investment of foun-

dation capital

Securities of capital assets for reacquisition of 

property

Total of III.

Total of A.

31.12.2017

139.286 €

69.969.487 €

13.289.248 €

712.387 €

84.511.122 €

330.000 €

290.575.021 €

10.831.583 €

301.736.604 €

386.387.012 €

Final balance as of December 31st, 2017 

31.12.2016

229.160 €

71.163.312 €

10.070.155 €

681.875 €

81.915.342 €

330.000 €

290.575.021 €

10.831.583 €

301.736.604 €

383.881.106 €



B. CURRENT ASSETS 

I. Inventory stock

II. Accounts and other assets

Trade accounts receivables

Receivables from affilliated companies

Miscellaneous assets

Total of II.

III. Securities

IV. Cash assets, Federal bank balances, credit balances 

and checks

Total of B.

C. Deferred income

Total capital

31.12.2017

319.950 €

599.357 €

0 €

2.033.002 €

2.632.359 €

0 €

19.797.225 €

22.746.534 €

285.626 €

409.419.172 €

Final balance as of December 31st, 2017

31.12.2016

273.946 €

936.514 €

0 €

1.061.860 €

1.998.374 €

1.000.000 €

20.788.813 €

24.061.133 €

317.941 €

408.260.181 €
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Final balance as of December  31st, 2017

LIABILITIES

A. Capital assets

I. Foundation assets

Financing capital

Investing capital

Support City of Bonn

Apropriation reserves

Total of I.

II. Reserves

Free reserves in accordance with § 58 Nr. 7a AO

Maintenance reserves

Total of II.

III. Result

Annual surplus / deficit

Total of III. 

Total of A.

B. Exceptional items for investment subsidies

C. Provisions

D. Payables

Trade account payables

Other payables

Total of D.

E. Deferred income

Entire assets

31.12.2017

286.323.453 €

97.145.457 €

6.681.051 €

1.283.957 €

391.433.918 €

8.371.133 €

4.943.789 €

13.314.922 €

0 €

0 €

404.748.840 €

3.207.721 €

511.007 €

793.619 €

157.985 €

951.604 €

0 €

409.419.172 €

31.12.2016

286.323.453 €

97.145.457 €

6.681.051 €

1.283.957 €

391.433.918 €

6.507.317 €

4.943.788 

11.451.105 €

0 €

0 €

 402.885.023 €

 3.646.087 €

 €608.030 €

 929.315 €

190.675 €

1.119.990 €

1.051 €

 408.260.181 €
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Foundation bodies 

Chairman

•	 Prof. Dr. Martin Stratmann 
President of the Max Planck Society for the Advancement of Science e.V.,  
Munich 

Members

•	 Prof. Dr. Philippe Bastiaens 
Max Planck Institute for Molecular Physiology,  
Dortmund

•	 Prof. Dr. Jens Brüning 
Max Planck Institute for Metabolism Research,  
Cologne

•	 MinDir’in Bärbel Brumme-Bothe 
Head of department 6 in the Federal Ministry of Education and Research,  
Berlin

•	 Prof. Dr. Winfried Denk 
Max Planck Institute for Neurobiology,  
Martinsried

•	 Prof. Dr. Pascal Fries 
Director of the Ernst Strüngmann Institute gGmbH,  
Frankfurt a.M. 
 
 

Foundation board 
As of Dec 31st, 2017, the foundation board consisted of:
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•	 Prof. Dr. Bill Hansson 
Vice-president of the Max Planck Society for the Advancement of Science e.V., 
Max Planck Institute for Chemical Ecology, 
Jena 

•	 Prof. Dr. Michael Hoch 
Rector of the Rheinische Friedrich Wilhelms Universität Bonn, 
Bonn

•	 Prof. Dr. Regine Kahmann 
Max Planck Institute for Terrestrial Microbiology,  
Marburg

•	 Tankred Schipanski 
Member of the German Bundestag, 
Berlin

•	 Ulrich Schüller 
Head of department 4 in the Federal Ministry for Education and Research, 
Bonn

•	 Karl Schultheis 
Member of the Landtag NRW, 
Düsseldorf

•	 Ashok-Alexander Sridharan 
Head major of the Federal city of Bonn, 
Bonn

•	 Annette Storsberg 
State secretary in the Ministry for Culture and Science of North Rhine-Westphalia, 
Düsseldorf

•	 Prof. Dr. Heinz Wässle 
Max Planck Institute for Brain Research,  
Frankfurt a.M.

•	 Dr. Norbert Windhab 
Evonik Nutrition & Care GmbH, 
Darmstadt
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•	 Dr. Jason Kerr 
Managing director 
Director of the Department of "Behavior and Brain Organization“ 

•	 Dr. Kevin Briggman 
Director of the Department of "Computational Neuroethology“

•	 Gertrud Bilski 
Administrative director 

Executive board 
As of Dec 31st, 2017, the caesar executive board consisted of:
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